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Outline

• IR in a changing world	



• Classic IR and revolutionary changes 	



• Challenges to IR and how to tackle them	



• Case study: Social Book Search	



• Changing collections, tasks, users, …	



• Toward rich task/user context



IR at age 50-something…
Part I



“Modern search” is pervasive but has a long history





Jesse H. Shera comments on the indexing debate



Shera asks for proper scientific evaluation (1955)



Picked up by a Librarian at Cranfield
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INVESTIGATION INTO THE COMPARATIVE 

EFFICIENCY OF INDEXING SYSTEMS 

by 
Cyril W. Gleverdon 

An investigation supported by a grant from 
The National Science Foundation 

Washington 

Cleverdon develops his evaluation method (1960-)



1960s: Automatic Indexing can be as effective as Manual



Since 1960 much development of search technology

Evaluation stayed the same…



Just need a corpus, a bunch of topics, some judgements

Still dominates academia and industry



What’s the problem?



Underlying “User Model” did not change

Still library consultation: static collection, dynamic requests



Isolated search ignoring the actual use of the informationPredominantly one-step-search (batch, no interaction)

Isolated search ignoring the actual use of the information



Is this the right model in the “always online” world?



Our infrastructure changed in a revolutionary way



Our technology changed in a revolutionary way



How radical did information access methods change?



Information User





Information                                                                User





Information                                                                    User



Classic IR: Query → Doc



Query++ → Doc
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Query++ → Doc++



Query++ → Hitlist → Doc++



Query++ → Query Suggest → Hitlist → Doc++



From Text to Data
•Modern Web data is highly structured resulting in a massive 

multidimensional graph	



•Entities from massive knowledge resources, geo-temporal 
references, social network structure,…	



•E.g. Facebook: entities, relations between entities, locations and 
timestamps, social network, https://www.facebook.com/about/
graphsearch	



•E.g., Hansards: speeches, speakers, role, party, full bio, …,  
http://translate.google.com/translate?u=http%3A%2F
%2Fpoliticalmashup.nl%2F2013%2F10%2Fhilariteit-in-de-kamer
%2F  

https://www.facebook.com/about/graphsearch
http://translate.google.com/translate?u=http://politicalmashup.nl/2013/10/hilariteit-in-de-kamer/
http://translate.google.com/translate?u=http://politicalmashup.nl/2013/10/hilariteit-in-de-kamer/


Related Work: Facebook Graph Search



Graph Search

•Unifies the searcher and	
  the information resources 
that played fundamentally different roles in classic IR	



•Searching information from a personal point of 
view — you are the query! — extreme 
personalization	



•Highly structured and curated information space	



•Beyond 2-term queries, beyond 10 blue links	



•More interactive session



SERP vs IQEP: Incremental Query Exploration Page
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Interaction Stages (1)

• Incremental Structured Query Formulation	



•Dynamic incremental query suggestion	



•Previews and surrogates from SERP moving to 
query suggestion	



•Generic entity types and instances (based on 
your activity) 



Interaction Stages (II)

• Dynamic Structured Result Set Exploration	



•Unique for you and a point in time	



•Not a top-10 anymore; faceted 
exploration based on your interests	



•Far more dynamic structure than classic 
facet hierarchies



Evaluation

• How to evaluate the overall process?  How strict 
are both stages divided?	



• How to evaluate the first stage (query 
formulation)? How well the query expresses the 
need? How well the system promotes verbose 
queries? …	



• How to evaluate the second stage (explore and 
exploit the result set)? How many filters are used? 
What is the engagement? …



Wrap Up (I)

• IR in a changing world	



• Core IR problems as relevant as ever!	



• Classic IR has value, but didn’t keep up…	



• Exciting new opportunities!	



• User/task context; Structured/heterogeneous data; Novel 
access tools (search stage sensitive)	



• Classic dichotomy of user and information broken 	



• User-centered and system-centered IR reunited



July 2009 Evaluation workshop, SIGIR 09, Boston 1

Richer theories, richer experiments

Stephen Robertson 
Microsoft Research Cambridge and 

City University 
ser@microsoft.com



A caricature

On the one hand we have the Cranfield / TREC 
tradition of experimental evaluation in IR 
– a powerful paradigm for laboratory experimentation, 

but of limited scope 
On the other hand, we have observational studies 

with real users 
– realistic but of limited scale 

[please do not take this dichotomy too literally!]

July 2009 Evaluation workshop, SIGIR 09, Boston 3



Richer models, richer experiments

Why develop richer models? 
– because we want richer understanding of the 

phenomena 
– as well as other useful predictions 

Why design richer experiments? 
– because we want to believe in our models 
– and to enrich them further 

A rich theory should have something to say both to 
lab experiments in the Cranfield/TREC tradition, 
and to observational studies

July 2009 Evaluation workshop, SIGIR 09, Boston 25



Social Book Search
Part II



Motivation

• Web gives access to a wealth of information 
different in quantity but also in character	



• Traditional IR focuses on ad hoc search & topical relevance	



• Social media have a different character: 	



• different data (volume, subjective, opiniated) 	



• different tasks (views/interpretations rather than facts)	



• different notions of relevance?	



• What are such new tasks? and do these require new IR models?



Social Book Search

Professional metadata

Social content



UGC allows new search requests

 Now more than traditional metadata

Yet book search ignores reviews and tags!



Introduction

• Directly compare standard IR & social search	



• Context: LibraryThing (LT) discussion forums	



• book requests and suggestions from LT forums	



• compare with familiar search tasks (ad hoc, known-item)	



• Relevance in book search is very complex	



• readers have personal preferences, knowledge/reading level	



• want books that are engaging, funny, well-written, recent, 
educational, comprehensive, ...



Research Questions

• How does social book search compare to 
traditional search tasks?	



• Can we use forum suggestions for evaluation?	



• How is social book search related to traditional IR tasks?	



• How effective are professional metadata and UGC for 
book suggestion? 	



• How do standard IR models cope with UGC?	



• Do users/judges prefer professional metadata or UGC for 
determining relevance and recommendation? 	





Social Book Search

• INEX Social Book Search Track 	



• user query is NL statement, system returns ranked list	



• Collection: 2.8 million book descriptions	



• ISBN is document ID	



• Mix of Amazon and LT data, fiction & non-fiction	



• crawled by Uni. Duisburg-Essen (for INEX iTrack)



Book Descriptions

• Professional metadata is balanced, but low quantity (except 
Amazon browsing categories)	



• UGC is skewed (popularity), higher mean (max cutoff for tag & 
review)



SBS 2011



LT Recommendations

• LT members discuss and ask for books on the LT 
discussion forums	



• groups for specific genres/subjects	



• member starts topic to ask for recommendations, others 
suggest books 	



• requests are real needs and often very detailed	



• Topics covers broad range of needs	



• subject, genre, author, known-item, `similar to book X’



Topic 
title

Group 
name

Narrative

Recommended 
books



!

Book suggestion => LT work ID => ISBN	





Creating Topics

• Can we use forum threads for evaluation?	



• Crawled 18,000 threads	



• Manually Selected ~1,000 threads with request for books	



• Used title of thread as topic/query on full-text index	



• Selected 211 threads with 50% recall of suggestions in top 
1,000 (to filter non-descriptive titles)	



• 211 topics used at INEX’11 SBS track	



• another 43 topics for training to get good pools



LT Forum Suggestions

• Most topic have few relevant books 
(suggestions): median 7, mean 11	



• Incomplete judgments?	



• depends on number of members of discussion group	



• members only suggest books they know or have read	



• but small number may also indicate only best books are 
suggested (=recommendation rather than relevance?)



Mechanical Turk

• Judge top 10 results of submissions, at least 
on topical relevance	



• we ran MTurk experiment, selected 24 topics (12 fiction, 
12 non-fiction)	



• workers read topic narrative, get 10 book descriptions, 
answer few questions per book	



• 272 HITs, 3 workers per HIT, $0.50 per HIT ($408 total)





MTurk Quality Control
• We checked MTurk judgments for quality	



• LT Agreement: at least one forum suggestion in each HIT	



• Relevance contradiction: answering book is rel. for Q1 
then say it’s non-rel. for Q3 (suggests random clicking)	



• Type contradiction: preferring UGC when there is none	



• Qualification: only US workers, at least 50 assignments, 
95% approval rate (previous MTurk work of high quality)	



• 7 HITs rejected 	



• 3 low agreement, 4 for skipping questions



MTurk Stats

• Quality check:	



• 816 assignments, 133 workers (30 did 3 or more, half of 
assignments by 7 workers)	



• LT Agreement: over workers 0.52, over assignments 0.84, 
workers who did many have high agreement	



• 18 relevance contradictions (judgments were discarded)	



• no type contradictions	



• Suggests workers were conscientious



System Centered Evaluation

• INEX’11 SBS: 4 teams submitted 22 runs	



• Submissions were deduplicated	



• ISBN mapped to LT work ID	



• multiple ISBN can map to single LT work ID 	



• we keep highest ranked and ignore the rest	



• Official evaluation measure is nDCG@10



System Rank Correlation

• 3 sets of judgments	



• LT-211: all 211 forum topics, forum suggestions as judgments	



• LT-24: 24 selected topics, same judgments	



• AMT-24: 24 selected topics, MTurk topical relevance judgments	



• MTurk judgments give different rankings	



• LT suggestions stable across topic selection	



• So different judgments? Or incomplete suggestions?



Incompleteness & MRR

• Best score of 0.481 on MRR for LT suggestions	



• if suggestions are incomplete, chance of getting high MRR is low	



• high MRR for a few topics could be accidental	



• over 211 topics, high MRR with incomplete judgments is unlikely	



• Indicates that suggestions are relatively complete	



• LT suggestions can be used for evaluation, resulting in a test 
collection with high fidelity to real-world applications



Importance of Fields

• We created indexes of metadata fields:	



• Title (book title only)	



• Dewey (Dewey classification code)	



• Subject (LoC Subject heading)	



• BrowseNode (Amazon browse categories)	



• Review (all Amazon reviews for a book)	



• Tag set (all distinct LT tags)	



• Tag bag (LT tags, tag count = term frequency)	



• Indri LM, dirichlet (mu=2,500), Krovetz, stopwords removed



Suggestions vs. MTurk

• Reviews most effective for all types of judgments (and currently 
ignored when searching Amazon or LT)	



• Titles work for AMT relevance/rec. not for LT suggestions (title bias?)	



• Standard LM is effective for UCG -- both for AMT and LT	



• AMT-Rel&Rec closest to LT-Sug, but not identical judgment



Suggestions vs. Known-Item

• We created 50 Known-Item topics based on 
sampled suggestions from 211 topics	



• For KI: topics, Review and Title indexes are effective	



• For LT forum suggestions: Title index is much less effective



User Centered Analysis

• MTurk workers need at least one review, otherwise they don’t 
have enough info for judgment	



• Reviews are important for both relevance and recommendation	



• Presence of tags has little impact (similar to subject headings?)



Metadata Preference

• When there are no reviews, workers use professional 
metadata for relevance, but can’t make recommendation	



• With at least one review, they prefer UGC and can make a 
recommendation



Wrap Up SBS’11

• Social Book Search is a new area of research	



• Book search over professional metadata and UGC	



• LT forums as window on real book search needs and suggestions	



• Suggestions are complete enough for evaluation!	



• ...but different from topical rel. judgments or known-item	



• Standard retrieval models deal well with skewed distribution of 
UGC across descriptions 	



• Although currently Amazon and LT ignore UGC in their search, it 
improves both ad hoc search and book suggestion	



• Reviews are important for both relevance and recommendation: 
provide information of a different nature than other metadata



SBS 2012



Continue with SBS

• Recall the motivation:  Web data is different in 
quantity but also in character	



• Understand the differences in task and relevance 
judgments	



• Differentiate suggestions based on personal catalogue of 
topic creator 	



• Analyze relevance dimensions: recommendation versus 
relevance



SBS Changes
• Collection: 2.8M book records	



• Extended with library records from BL and LOC 	



• Topics: forum requests from LibraryThing (LT)	



• User Profiles: LT catalogues of topic creators	



• Judgments: suggestions from forum threads	



• graded by what’s in catalogue of topic creator	



• Task: submit ranked list of books that user wants 
to catalogue



Creating Topic Set
• We use the forum topics for evaluation	



• Crawled 60,000 topics, discarded topics without suggestions	



• Ran remaining topic titles as queries on full-text index	



• Discarded topics with no suggestion in top 1,000	



• Labelled 89 new topics that have request for books	



• Added them to 211 topics of last year	



• That’s this year’s topic set (300 topics)	



• suggestions are used as relevance judgments



Suggestion? Relevant?

• Each suggestion is a human judgment, so 
relevant in some sense...	



• Topic creator may not like every suggestion	



• We compare suggestions to what topic 
creator has in her catalogue



User Profile/Catalogue

• Book selection is very personal	



• others cannot make good judgments (so 
traditional topical rel. judgments are out)	



• requires knowledge of user preference, 
likes/dislikes, mood, reading level, etc.	



• Can we use profile information to reflect 
personal preference in judgments?



Topic 
title

Group 
name

Narrative

Recommended 
books



Pre/Post Cataloguing



Post-Cataloguing

• 94 out of 300 topics have at least one Post-
Catalogued Suggestion (PCS)	



• these are used for evaluation (graded judgments)	



• Forum suggestions relevant (rv=1) except:	



• post-catalogued suggestions (rv=4)	



• creator-provided suggestions (rv=0)	



• avg. 16.2 suggestions per topic, 2 provided by creator, 1.7 
post-catalogued, 12.5 have rv=1



Results (LT Forums)



Results (LT Forums)

• RSLIS Copenhagen has best run: all topic 
fields as query, all document fields in index	



• RSLIS Copenhagen & LIA Avignon used 
user profile information for some 
submissions...	



• ... but not for their best runs	



• Official submissions do not show added 
value of user profiles (yet)



Mechanical Turk

• LT suggestions are relatively complete	



• high MRR scores over last year’s 211 topics means 
suggestions can’t be highly incomplete	



• Analyze suggestions with MTurk	



• complex relevance judgments for top 10 results of 
submissions, covering different aspects of relevance	



• workers read topic narrative, get 10 book 
descriptions, answer few questions per book



MTurk Judgments (1/2)

• Judge top-k results of submitted runs	



• Add at least 1 suggestion from forum (so one known 
good book)	



• We want to know:	



• is book relevant/recommendable?	



• what information is used for the judgment? (metadata 
fields: title, reviews, ...)	



• what relevance aspects are important? (subject, genre, 
recency, comprehensiveness, engagement, etc.)



MTurk Judgments (2/2)

• 37 runs from 5 groups (2 yrs), top 10 pool, 25 topics	



• 10 books/HIT for $0.50 	



• 326 HITs, 3 workers/HIT (US only, 95% approval)	



• Cost: 326 x 3 x $0.50 = $489 + 10% = $537	



• Mean time/HIT:  11:59 (median 9:17)	



• 55% of workers spent 6-15 minutes



MTurk Design 





Worker Judgments
Choice	



Rel Rec

Yes, it perfectly fits the request and looks like a 
great book

Probably, it doesn't fit the request completely, but 
still looks worth reading

No, it fits the request, but doesn't look like it's 
worth reading

No, it doesn't match the request

No, the requester already has (read) this book

I don't know, the book description is too 
incomplete or too vague



Quality Control

• Some quality control measures:	



• Agreement: 1 forum suggestion/HIT (should be relevant). 
Agreement > 60% once worker did 3 HITs or more.	



• Consistency: 1) if book aspect is relevant (Q1), some 
description parts must be relevant (Q2), 2) if topic. rel. 
(Q3) -> subject or genre aspects must be ticked (Q1)	



• Unfortunately, over 600 HITs approved 
automatically (too late to check work)	



• But in first 350 assignments only 8 had to be rejected



Agreement

• Q3: would you recommend this book?	



• 1) rec+rel, 2) rec+nonrel, 3) nonrec+rel, 4) nonrec+nonrel	



• pairwise per HIT (3 workers = 3 pairs)

min max med. mean std.dev

rel+rec 0 1 0,6 0,56 0,21

rel 0,1 1 0,7 0,72 0,19

rec 0,2 1 0,7 0,73 0,17



Agreement with Suggestions

• Agreement with suggestions is high	



• Suggestions more often relevant and recommended than 
other books

All books LT Suggestions

total 9780 100% 1247 100%

unknown 522 5% 24 2%

unrelated 3491 36% 68 4%

related 1952 20% 213 17%

relevant 3865 41% 942 76%

recommended 5212 56% 976 78%



Relevance Aspects
• Subject is relevant for almost all requests (93%)	



• and a necessary condition for a book’s relevance.	



• Other important aspects	



• genre (71%), comprehensiveness (39%), engagement (21%)	



• these aspects are usually ignored in trad. IR evaluation	



• Workers select relevance aspects for books 
that they don’t select for the forum request	



• perhaps to point out recommendable qualities of a book, 
regardless of whether requester asked for it or not



Relevant or Recommended?

• Difference between relevance and 
recommendation:	



• 22% of recommended books is not relevant but related 
(recommended on other qualities)	



• 5% is relevant but not recommended	



• 92% of LT suggestions is relevant or related, 76% is topically 
relevant.  Request could be about genre, not subject.



Browsing Behavior

• We log clicks and track which parts of 
description are browsed by workers	



• title information always shown, other parts require click.	



• How often is book part clicked?	



• catalogue (76%), reviews (72%), and tags (63%)	



• For 1 in 4 books judges only use title information



Usefulness of Metadata

• How useful is metadata type for judgment?	



• Title information is very important (book judged by cover)	



• No reviews for 40% of books. When present they’re useful.

Very Some Not
Not 
used

Not 
present

Title 0,65 0,25 0,07 0,02 0

Catalogue 0,37 0,27 0,18 0,18 0,07

Reviews 0,29 0,15 0,24 0,32 0,4

Tags 0,26 0,24 0,18 0,32 0,07



Conclusions

• Social Book Search is a new area of research	



• Social media integration raises many open questions	



• Ideal playground for studying professional metadata and UGC	



• LT forums provide real book search needs and suggestions	



• Studied the character of topic-based recommendation	


• Relevance aspects: Subject (93%), genre (73%), comprehensiveness 

(39%), engagement (21%)	



• Information: Title, catalogue (76%), reviews (72%), and tags (63%)	



• Relevant/Recommended: 5% is rel+not rec.22% is rec+not rel.



SBS 2013/2014



Social Book Search (SBS)

• Book Search with social data:	



• book information from trained professionals and users	



• user-generated content 	



• almost always ignored in search index	



• uncontrolled, inconsistent, unlike library catalogues (well...)	



• unbalanced, skewed towards popular books	



• but:	



• “The user-generated review was so enthusiastic, I would 
recommend it just based on that.”



Search or Recommendation?
• Two paradigms:	



• Retrieval (trad. catalogue)	



• Recommendation (user data)	



• Amazon, GoodReads, LibraryThing	



• Offer both paradigms for search and discovery	



• Retrieval ignores user profile and user-gen. content	



• Recommendation ignores specific information need	



• Book search requires both?



Suggestions and 
Relevance?

• Discussion participants form crowd of 
recommenders	



• Thread is discussion of “best” books?	



• Each suggestion is a human judgement, so relevant in 
some sense (2011)	



• Topic creator may not like every suggestion: check if topic 
creator adds to catalogue (2012)	



• Not all books mentioned may be intended as suggestions: 
analyse and label suggestions (2013/2014)



Creating Topic Set

• We use the forum topics for evaluation	



• we built a new, simple interface to gather annotations	



• 8 students from RSLIS, OUC & AAU annotated topics and 
suggestions	



• many thanks to Toine Bogers, Birgir Larsen and Michael 
Preminger for recruiting and paying them!	



• 2,646 topics annotated	



• 944 are book search topics, 680 with suggestions	



• annotated suggestions are used as relevance judgements



Example Topic
<topic id=”99309”>	



  <title>Politics of Multiculturalism Recommendations?</title>	



  <query>Politics of Multiculturalism</query>	



  <group>Political Philosophy</group>	



  <narrative>I’m new, and would appreciate any recommended …</narrative>	



  <catalog>	



    <book><LT_id>9036</LT_id><entry_date>2007-09</entry_date>…</
book>…	



  </catalog>	



</topic>



Distribution of Aspects

• Content is most important relevance aspect (topical relevance!)	



• Familiarity is important (recommendation!)	



• Engagement is hard to express in query (reason for social search?)

# aspects # topics %
Accessibility 106 16

Content 523 77
Engagement 154 23

Familiarity 261 38
Known-item 97 14
Metadata 177 26
Novelty 29 4

Socio-cultural 108 16



Number of Aspects

• Topics have multiple relevance aspects	



• Suggests multiple metadata sources are needed

# aspects # topics %

1 191 28

2 260 38

3 183 27

4 37 5

5 7 1

6 2 0



From Suggestions To 
Relevance Judgements

• We used a complex decision tree to map 
annotated suggestions to relevance values	



• opinion of topic creator overrules others	



• opinions of users who read book overrule opinions of 
those who didn’t	



• opinion of multiple people weights stronger than opinion of 
single person



User Profile/Catalogue

• Book selection is very personal	



• others cannot make good judgements for user, 	



• traditional topical rel. judgements are problematic (Koolen 
& Kamps, CIKM 2012)	



• Requires knowledge of user 	



• preference, knowledge, reading level, ...	



• Can we use personal catalogue to reflect personal 
preference in suggestions?



Topic Creator Profiles

• We distributed user profiles for 680 topics	



• plus anonymised profiles of 93,976 other users	



• Allows 	



• content based recommendation (topical, temporal, ...)	



• collaborative filtering



Example Profiles

# user-id	

 	

 book-id	

 entry-date	

	

 rating	

 tags	


u8218518        952822      2012-02         0.0	


u8218518        3344349    2012-02         0.0	


u8218518        2317257    2012-02         10.0	


u8218518        6415999    2012-02         8.0	


u8218518        5525956    2012-09         0.0	


u8218518        842432      2012-02         8.0	


u8218518        3171103    2012-02         4.0	


u8780837        542201      2009-05         10.0      tarot	


u9054475        5403381    2010-11         10.0      adventure, 	


potter, philosopher, Harry, stone	


…



Profile Statistics



Evaluation Results



Analysis

• All top runs use User-Generated Content	



• best run: USTB (Beijing), hybrid learning to rank	



• no run uses prof. metadata different from user content	



• MRR score are low	



• Many hard topics, all systems score zero	



• Exploiting profile information	



• Some runs use profile information, but none in top ranks



Tasks & Relevance 
Aspects

• 8 aspects:	



• accessibility, content, engagement, familiarity, known-item, 
metadata, novelty, socio-cultural	



• Aspects reveal relation between retrieval 
and recommendation?	



• Content aspect typical for search, familiarity for retrieval?	



• many topics contain both aspects



Topic Categories

• Known-item (KI) contains all known-item topics (202 topics)	



• Search (S): contains topics with content but not familiarity 
(338 topics)	



• Search and Recommendation (SR) contains topics with both 
content and familiarity topics (260 topics)	



• Recommendation (R) contains topics with familiarity, but not 
content (66 topics)	



• Context (C) contains all topics without content, familiarity, 
and known-item (78 topics)



Known-Item



Search



Recommendation



Search+Recommendation



Context



Types & Performance

• Note: some categories harder than others, search+rec hardest

nDCG@10

# topics with aspect w/out aspect

Context 56 0,120 0,100

Known-item 97 0,208 0,084

Recommend 53 0,126 0,100

Search 274 0,094 0,107

Search+Rec 200 0,050 0,123



User Catalogues

• For 589 of 680 topics, user has catalogue	



• For 91, we don’t know (private vs. empty)	



• Profiles give us:	



• catalogue size: how many books catalogued before posting 
request on forum	



• popularity of books in catalogue: some read only popular 
books, others obscure books or mix



Catalogue Size

• Median catalogue size related to type of request	



• Heavy readers can explain more precisely what they want?	



• specific aspects instead of  “similar to X, Y and Z”	



• Categories represent different stages in search process?

All Known-
Item Context S+R Rec Search

Pre-Topic 84 0 38 100 104 177

Post-Topic 65 4 80 65 81 108

Pre+Post 197 16 155 201 195 415



Impact of Catalogue Size

• Search topics of heavy readers better formulated? More specific?

nDCG@10

#tpcs small cat. big cat. no cat.

Context 24 / 24 / 8 0,127 0,147 0,016

Known-item 24 / 24 / 9 0,258 0,146 0,262

Recommend 23 / 24 / 6 0,176 0,068 0,168

Search 119 / 119 / 36 0,068 0,120 0,094

Search+Rec 84 / 84 / 32 0,032 0,068 0,053

All 294 / 295 / 91 0,100 0,106 0,094



Book Popularity

• Profiles provide popularity information	



• Some users catalogue only popular books	



• others only obscure books or  a mix	



• popular books have more UGC	



• Do readers of obscure books have different needs or 
express them differently than readers of popular books?	



• we rank searchers by the median popularity of books in 
their catalogue



Median Book Popularity

• Note: popularity affects context, recommend and search 
categories

nDCG@10

#tpcs least pop. most pop. no cat.

Context 24 / 24 / 8 0,119 0,155 0,016

Known-item 44 / 44 / 9 0,199 0,205 0,262

Recommend 23 / 24 / 6 0,094 0,146 0,168

Search 119 / 119 / 36 0,116 0,071 0,094

Search+Rec 84 / 84 / 32 0,046 0,053 0,053

All 294 / 295 / 91 0,111 0,095 0,094



SBS’14 Conclusions

• Topic set covers many request types	



• mix of tasks: topic search, recommendation, known-item	



• User profiles provide another perspective on requests	



• request type related to catalogue size and popularity of 
books	



• Catalogue size and popularity of books affect performance 
on topics	



• Related to how specific/concrete or well-expressed it is?
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User Study with goal/non-goal oriented tasks
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Table 2. Statistics over systems and tasks

Goal-oriented Non-goal

Session Length
Baseline 6:25 (3:42) 3:42 (3:45)
Multi-Stage 3:35 (4:24) 2:40 (6:21)

Number of Queries
Baseline 4 (5.5) 2 (4.5)
Multi-Stage 3 (2.75) 2 (3)

Number of Books Viewed
Baseline 4 (5.5) 2 (4.5)
Multi-Stage 3 (2.75) 2 (3)

Number of Books Collected
Baseline 3 (3) 1 (2)
Multi-Stage 3.5 (3) 2 (3)

Number of queries shows median and inter-quartile ranges for each interface
and task. The results are in line with the session length results, with participants
executing slightly more queries in the goal-oriented task (Wilcoxon rank-sum
test p < 0.05). However, the interface did not have a significant impact on the
number of queries executed.

Number of books viewed shows median and inter-quartile ranges for each in-
terface and task. Participants viewed fewer books in the non-goal task (Wilcoxon
rank-sum test p < 0.05), which was to be expected considering that they also
executed less queries and spent less time on the task. As with the number of
queries the number of books viewed is not significantly influenced by the interface
participants used.

Number of books collected shows median and inter-quartile ranges for each
combination, based on the number of books participants had in their book-bag
when they completed the session, not the total number of books collected over
the course of their session. Participants collected those books that they felt were
of use to them. Unlike the other metrics, where the interface had no significant
influence on the metric, in the non-goal task, participants collected significantly
more books using the multi-stage interface than with the baseline interface.
Considering that there are no significant interface effects for the non-goal task
in any of the other metrics and that there is no significant difference in the goal-
oriented task, this strongly suggests that the multi-stage interface provides a
benefit to open-ended leisure tasks, while at the same time working just as well
as the baseline interface for more focused tasks.

2.4 Outlook

As the focus on the INEX 2013 Interactive Social Book Search track was switch-
ing to the SBS collection and use case, in particular in terms of the experimental

41 Test Persons in “pilot” run

Overall: less queries, more exploration, more 
books collected in multi-stage UI



Wrap Up (II)

• SBS as playground to study (aspects of) non-classic IR	



• Traditional vs. UGC	



• Rich context of user and request	



• Mixing search and recommendation	



• Bridge system-centric and user-centric research (iSBS)	



• Running at CLEF, ECIR WS, RecSys WS in 2015 (tbc)



Take Home Messages
• Information access problems are more relevant than ever	



• Classic abstraction important, but limited	



• Current systems framed by past: changes have just begon!	



• Many new opportunities: best time ever to do a PhD in IR!	



• IR revolution with the impact of ‘cranfield’ is happening	



• Not “anything goes”	



• Scientific understanding requires generalization of results	



• Abstraction to research task, focus on 1 aspect crucial	



• Science should lead and not follow industry…



SBS/iSBS continues @ CLEF in Toulouse



Nov 7: Join the discussion @ ESAIR/CIKM



Nov 19-21: TREC Contextual Suggestion



Become ‘Friend’ event of ACM SIGIR



Looking for a Postdoc!


